
 Dear colleague, 

 First  we  would  like  to  thank  you  for  handling  this  manuscript  and  the  reviewers  for  all  their 
 comments.  We  are  very  grateful  for  the  impressive  work  they  did  to  help  us  improve  our 
 manuscript.  Please  find  below  the  detailed  answers  to  all  their  comments  (the  initial  comments 
 are  in  black,  our  reply  in  blue).  We  hope  that  the  new  revised  version  of  our  manuscript  will  be 
 considered suitable for recommendation by PCI Evol Biol. 

 Best regards, 

 Florian Bénitière, Anamaria Necsulea, Laurent Duret 

 by Ignacio Bravo, 01 Jul 2023 08:06 

 Manuscript:  https://doi.org/10.1101/2022.12.09.519597  version 3 

 Proposal for minor text and mathematical model revision. 

 The  two  reviewers  have  provided  an  extensive  analysis  of  the  revised  version  of  the  manuscript. 
 Both  of  them  agree  that  the  manuscript  has  definitely  improved  in  readability  and  that  the 
 analyses  are  now  easier  to  follow  and  to  understand,  and  I  largely  agree  with  them.  The  authors 
 have  also  struggled  to  provide  a  complete  description  of  the  data  and  of  the  pipeline  used  to 
 analyse  them.  Nevertheless,  one  of  the  reviewers  points  out  a  number  of  still  ill-defined  steps 
 that  may  merit  a  proper  description,  for  the  sake  of  clarity  but  also  for  the  interest  of 
 reproducibility and for the extension of the analyses to larger or finer datasets in the future. 

 We  have  completed  the  repository  to  include  the  files  requested  by  the  referees,  and  added  a 
 flowchart that describes the whole analysis pipeline. 

 Further,  one  of  the  reviewers  requires  clarification  about  one  of  the  main  variables  used  in  the 
 analyses (i.e. “the definition of the AS rate of introns”), which is central to the analyses. 

 Following  the  reviewer’s  suggestions,  we  completed  Fig.  2  to  include  a  description  of  all 
 variables used in the analyses. 

 Finally,  one  of  the  reviewers  expresses  once  again  their  concerns  regarding  the  value  of  the 
 mathematical  model  included  in  the  text,  as  they  consider  that  the  results  obtained  are  directly 
 derived  from  the  assumptions  and  boundary  conditions  used  to  run  the  model.  These  points 
 need to be clarified 

 We  do  not  claim  that  we  have  developed  a  complex  mathematical  model  from  which  new 
 conclusions  would  have  emerged.  We  just  proposed  a  simple  hypothesis  (  i.e.  a  model!)  and 
 wanted  to  illustrate  that  this  hypothesis  makes  predictions  that  match  with  our  observations.  The 
 reviewer  considers  that  this  ‘model’  is  not  useful  because  its  predictions  are  straightforward.  We 
 agree  that  the  predictions  are  somehow  obvious,  but  we  think  that  this  figure  is  useful  for  the 
 reader  to  understand  our  hypothesis.  Notably,  it  was  initially  not  intuitive  for  us  that  this  model 
 would  predict  a  decrease  in  the  prevalence  of  functional  SVs  among  high-AS  introns  in  species 
 with low N  e  (Fig. 7D and 7F). 

https://doi.org/10.1101/2022.12.09.519597


 Maybe  we  were  a  bit  over-enthusiastic  when  we  wrote  ‘  Interestingly,  the  predictions  of  this  simple 
 model fit remarkably well with our observations  ’.  We therefore reworded this sentence to: 

 ‘  This simple model makes predictions that match with  our observations  ’ (line 343). 

 However,  we  consider  that  this  figure  (and  the  accompanying  text)  is  useful  and  we  wish  to  keep 
 it in our manuscript. 

 I  am  very  excited  by  the  results  presented  in  this  text,  and  I  think  it  will  make  a  significant 
 contribution  to  the  field,  but  that  it  may  still  require  the  above  mentions  points  to  be  properly 
 addressed. 

 Thanks for your positive feedback and your constructive comments! 

 # Reviewer 1 

 Report on 

 Random  genetic  drift  sets  an  upper  limit  on  mRNA  splicing  accuracy 
 in metazoans 
 by Florian Bénitière, Anamaria Necsulea, Laurent Duret 

 The  authors  have  addressed  some  of  my  comments.  Unfortunately,  they  seem  to 
 have  missed  the  last  page  of  my  initial  review.  All  of  those  points  remain  valid.  I 
 restate them at the end of this review. 

 We are sorry for this mistake, resulting from an unfortunate copy/paste error. 

 Importantly,  I  think  that  the  model  is  not  helpful  because  the  results  can  be 
 directly  computed  from  the  assumptions.  It  is  a  (straightforward)  statistical 
 association between model parameters but not an evolutionary model. 

 See reply above. 

 Besides  these  missed  points,  the  manuscript  has  been  revised  to  increase 
 readability.  The  authors  have  done  a  good  job  to  improve  the  explanation  of  the 
 variables  they  use.  However,  I  think  that  this  presentation  is  still  difficult  to  follow 
 (lines  124ff.).  A  table  with  each  variable  name  and  its  respective  definition  might 
 help  to  quickly  look  up  the  variable  names,  instead  of  searching  for  their  first 
 appearance  in  the  text  (Figs.  2A  and  2D  already  help  a  lot  though!).  In  particular  the 
 distinction  between  abundant  and  rare  splice  variants  can  be  confusing  if  one  forgets 
 that  both  are  minor  introns,  or  at  least  can  be.  Also,  I  was  confused  by  the  definition 
 of  the  AS  rate  of  introns  (line  157):  Is  it  the  same  as  1-RAS?  I  think  there  is  a 
 difference,  but  that  is  not  clear  from  the  formulas.  I  suggest  to  place  Figs.  2A  and  D 
 together  with  a  table  and  all  the  formulas  so  that  the  dependencies  between  all  those 



 variables  become  clear  and  are  easily  comparable.  This  will  help  readers  to  focus  on 
 the  actual  scientific  question  rather  than  to  always  search  for  definitions  of  variables 
 (which unfortunately is the case for me), which makes the manuscript hard to read. 

 Yes,  the  AS  rate  is  mathematically  the  same  as  1-RAS.  However,  these  two  variables  do  not  apply 
 to  the  same  set  of  introns.  The  variable  RAS  is  used  to  classify  each  detected  splicing  event  as 
 being  either  a  major  or  a  minor  intron.  Thus,  RAS  is  defined  for  any  intron.  Conversely,  the  AS 
 rate  is  defined  only  for  major  introns:  it  sums  up  all  the  different  minor  introns  (  i.e.  splice 
 variants) that share one boundary with this major intron. 

 We  added  a  table  (Fig.  2E)  to  define  the  main  variables  used  in  our  study.  We  also  complemented 
 Fig. 2D to describe the sub-classification of splice variants (SVs)  into rare SVs and abundant SVs. 

 We  thank  the  reviewer  for  pointing  out  these  sources  of  confusion.  We  hope  that  Fig.  2  now  gives 
 a clear and exhaustive description of the different variables to which we refer in our manuscript. 

 Overall,  I  still  think  that  this  is  a  well-designed  study  to  address  the  question  if 
 genetic  drift  explains  the  positive  correlation  between  genome-wide  alternative 
 splicing  and  organism  complexity.  Once  my  remaining  points,  in  particular  my 
 criticism  of  the  model,  are  addressed,  I  would  support  the  publication  of  this 
 manuscript. 

 Repetition  of  points  from  my  first  review  that  were  missed  –  line  numbers  and 
 notation refer to the first submission 

 1.  Lines  287ff.:  I  suggest  to  move  some  bits  from  this  paragraph  to  the  results 
 closer to the referenced Figure. 

 We  added  a  few  sentences  in  the  result  section  (lines  215-219)  to  mention  these  results,  which 
 were initially only presented in the discussion. 

 2.  Fig.  6  (and  model)  :  I  am  not  convinced  of  the  added  value  of  the  model  because 
 it  is  a  purely  statistical  association  of  parameter  values  that  the  authors  already 
 describe  verbally.  If  there  would  be  a  true  evolutionary  model,  in  the  sense  that 
 a  population  is  simulated  over  multiple  generations  and  results  derived  from 
 these  stochastic  simulation,  I  agree  that  this  would  be  an  interesting 
 proof-of-concept.  However,  as  the  model  is  set  up,  it  is  not  very  helpful.  The 
 key  message  is  that  for  smaller  effective  population  sizes  the  error  rate  can  add 
 to  the  proportion  of  introns  with  high  alternative  splicing  rate.  The  authors 
 acknowledge  this  in  the  legend  of  Fig.  6:  “...  abundant  SVs  (AS  >  5%) 
 correspond  to  a  mixture  of  functional  and  spurious  variants,  whose  relative 
 proportion  depend  on  N  e  .”  This  overlap,  however,  is  not  an  emergent  property 
 of  a  simulation,  but  an  a  priori  parameter  choice  (the  mean  of  the  gamma 
 distribution  varies  for  different  effective  population  sizes),  so  the  ‘results’  in  the 
 plots  are  just  reflecting  modeling  assumptions,  rather  than  results  from 
 repeated  stochastic  simulations  of  populations  with  varying  effective 



 population  sizes.  The  model  therefore  is  not  a  proof-of-concept.  To  make  this  a 
 proper  model,  the  same  distributions  (error  rate  and  functional  propensity) 
 need  to  be  used  and  then  populations  be  simulated  with  varying  population 
 sizes.  The  results  of  such  a  simulation  would  then  confirm  that  the  drift-barrier 
 hypothesis  can  indeed  explain  the  observed  correlation  between  population 
 size  and  alternative  splice  rate.  Moreover,  panels  C-F  are  summary  statistics 
 derived  from  panel  A  that  could  also  be  listed  in  a  table  instead  of  separate 
 figures. I suggest to remove the model and the figure from the manuscript. 

 We  do  not  claim  that  we  have  developed  a  complex  mathematical  model  from  which  new 
 conclusions  would  have  emerged.  We  just  proposed  a  simple  hypothesis  (i.e.  a  model!)  and 
 wanted  to  illustrate  that  this  hypothesis  makes  predictions  that  match  with  our  observations.  The 
 reviewer  considers  that  this  ‘model’  is  not  useful  because  its  predictions  are  straightforward.  We 
 agree  that  the  predictions  are  somehow  obvious,  but  we  think  that  this  figure  is  useful  for  the 
 reader  to  understand  our  hypothesis.  Notably,  it  was  initially  not  intuitive  for  us  that  this  model 
 would  predict  a  decrease  in  the  prevalence  of  functional  SVs  among  high-AS  introns  in  species 
 with low Ne (Fig 7D and 7F). 

 Maybe  we  were  a  bit  over-enthusiastic  when  we  wrote  ‘Interestingly,  the  predictions  of  this 
 simple model fit remarkably well with our observations’. We therefore reworded this sentence to: 

 ‘This simple model makes predictions that match with our observations’ (line 343). 

 However,  we  consider  that  this  figure  (and  the  accompanying  text)  is  useful  and  we  wish  to  keep 
 it in our manuscript. 

 3.  Line  337/338:  ‘nearly  all  species  ...’  →  do  the  exceptions  of  the  observation  have 
 something  in  common  so  that  one  can  speculate  as  to  why  theses  species  do  not 
 follow the general pattern? 

 In  fact  there  is  one  single  exception,  and  hence  there  is  not  much  that  can  be  said  about  species 
 that  do  not  follow  the  pattern.  We  modified  the  sentence  (line  378)  to  explicitly  state  that  there  is 
 one single exception. 

 4.  Line  429:  I  was  a  bit  confused  about  the  definition  of  the  per-gene  AS  rate.  As  the 
 formula  is  set  up,  it  looks  like  the  probability  of  having  no  splice  variants  is  averaged 
 over all introns of the gene, is that correct? 

 Yes, this is correct. 

 If  this  is  correct,  I  was  wondering  why  the  authors  use  the  average  over  all  introns 
 of  a  gene,  even  though  the  information  about  each  intron  is  available?  In  that  case 
 the formula would translate to 



 where  N1  k  and  N2  k  are  the  number  of  reads  corresponding  to  the  precise 
 excision  of  the  k  -th  intron,  and  the  number  of  splice  variants  at  the  k  -th  intron 
 of  the  a  gene  that  has  N  i  major  introns  in  total.  I  think  this  would  be  the  more 
 accurate way of measuring the per-gene alternative splicing rate. 

 We  computed  the  average  over  all  introns  with  the  aim  of  reducing  the  noise  in  the  estimate 
 due  to  the  limited  number  of  reads  per  individual  intron  (especially  for  weakly  expressed 
 genes).  Following  the  comment  of  the  reviewer,  we  also  computed  the  per-gene  AS  rate 
 using  the  proposed  formula.  In  practice,  the  two  approaches  lead  to  very  similar  estimates 
 (Fig. R1). We therefore think it is not necessary to update this analysis. 

 Figure R1:  The two formulas to calculate the  per-  gene  AS rate give the same result. The analysis was 
 done on BUSCO genes (  A  ) and on all protein-coding  genes (  B  ). 

 5.  Line  435:  Is  there  some  justification  for  the  chosen  maximum  distance  of  30  bp 
 or is this value chosen arbitrarily? 

 Our  goal  was  to  focus  on  SVs  for  which  the  reading  frame  could  be  assessed  with  respect  to 
 that  of  the  major  transcript.  In  the  case  of  exon  skipping  events,  it  is  difficult  to  assess 
 whether  the  reading  frame  is  preserved  (this  would  require  having  reads  long-enough  to 
 cover  both  the  focal  alternative  exon  and  its  flanking  constitutive  exons).  We  therefore 
 focused  on  SVs  that  correspond  to  the  usage  of  alternative  5’  or  3’  splice  sites,  in  the 
 immediate  neighborhood  of  the  major  splice  site.  We  chose  a  threshold  of  30  bp  because  it  is 
 shorter  than  the  size  of  the  smallest  introns  in  metazoans  (and  hence  there  is  no  possibility 
 to  have  a  skipped  exon  between  the  minor  and  the  major  splice  site).  We  added  a  sentence 
 in the method section (line 504-506) to mention this point. 

 6. Line 491: Commas are misplaced in the number of SNPs. 

 Oups, yes thank you (line 561). 



 # Reviewer 2 

 Summary 

 In  the  first  review  of  Benitiere  et  al.,  I  and  the  other  two  reviewers  expressed 
 our  interest  and  belief  in  the  value  of  the  work  performed  whilst  raising  a 
 number  of  points  that  could,  or  should  be,  addressed  before  we  were  happy  to 
 recommend  the  manuscript  to  PCI  Evol  Biol.  Most  of  these  points  were 
 relatively  minor  and  related  to  either  the  explanation  of  methods  and  statistics 
 or the discussion of previously published observations. 

 Although  there  are  many  ways  in  which  the  modified  manuscript  could  be 
 improved,  both  to  strengthen  the  evidence  for  their  thesis  and  to  improve  the 
 explanation  of  their  methods,  I  am  largely  satisfied  with  their  revised 
 manuscript. 

 However,  whether  the  manuscript  can  be  recommended  depends  on  editorial 
 policy  regarding  how  thoroughly  the  computational  methods  need  to  be 
 described  and  how  easy  the  authors  need  to  make  it  for  others  to  reproduce 
 their  work.  The  authors  have  made  available  all  the  code  they  wrote  (at 
 zenodo.org)  in  order  to  perform  the  analyses  and  prepare  the  figures.  However, 
 in  the  original  sub  mission  they  provided  only  a  minimal  description  of  the 
 purpose  of  individual  scripts  and  how  they  connect  to  each  other  and  the  input 
 data. 

 With  this  second  revision  they  have  provided  a  much  improved  README.md 
 file  and  additional  supplementary  material.  The  updated  README.md  file  and 
 the  addition  of  the  data  in  data/per_species/  helps  greatly  in  clarifying  the 
 methods  used  by  the  authors.  However,  rather  little  emphasis  has  been  placed 
 on  how  the  data  used  to  make  the  figures  has  been  generated.  That  is,  there  is 
 no  description  of  the  pipelines  used  to  convert  sequence  data  to  estimates  of 
 alternative  splicing,  and  how  these  connect  to  the  data  present  in  the 
 data/per_species files. 

 It  is  certainly  possible  to  discern  the  process  used  from  reading  the  scripts  in 
 the  pipelines/data  generator  directory;  however,  this  is  time  consuming  and  is 
 certainly one factor that has delayed this review. 

 We  now  added  in  the  repository  a  flowchart  describing  the  whole  analysis  pipeline.  This  should 
 help the reader to understand the purpose of each script and how to replicate the analyses. 

 There are however, a number of things that I have not been able to work out: 

 1. Where is the code used to select the 53 out of 69 species finally analysed? 

 The  code  to  select  the  53  species  having  enough  BUSCO  genes  and  enough  median 
 per-base  read  coverage  across  BUSCO  genes  is  given  in  the  R  script 
 values_in_text_paper_generator.R (line 33). 

 I  was  surprised  that  Danio  rerio  was  not  included  in  the  analyses.  The  only 
 reason  that  I  can  think  of,  would  be  that  the  teleost  genome  duplication 
 somehow  makes  the  unambiguous  identification  of  BUSCO  orthologues 



 difficult,  but  I  cannot  find  any  support  for  this  in  the  supplementary  data. 
 (I  note  that  the  data  tables  normally  use  the  species  present  in  the 
 phylogenetic tree to only analyse the selected species.) 

 Danio  rerio  was  removed  from  the  analysis  because  the  RNA-seq  data  that  we  had  included 
 did  not  reach  enough  sequencing  coverage  (152  median  per-base  read  coverage  across 
 BUSCO genes; see data/data1_supp.tab). 

 2.  Many  of  the  analyses  make  use  of,  or  depend  on,  one  or  more  Excel  files.  In 
 particular  I  am  curious  as  to  Fichiers-data/metazoa_69species.xls  as  it 
 seems that this ought to have been included. 

 We now added the excel file available in the repository (data/metazoa_69species.xls). 

 3.  Data5_supp.R  makes  use  of  a  file,  polymorphism/by_minor_intron.tab.  I’ve 
 not  found  any  trace  of  any  such  file  apart  from  in  overlap_detection.py, 
 which I suspect might create such a table for each species. 

 Thanks  to  the  referee  for  pointing  out  this.  We  now  provide  these  data  in 
 (data/polymorphism).  Please  note  that  we  had  provided  all  the  processed  data  necessary 
 to  reproduce  each  figure,  as  well  as  the  accession  numbers  of  the  raw  data  from  which 
 these  processed  data  were  obtained.  The  difficulty  for  us  was  to  determine  which 
 intermediate  files  should  be  included  or  not  in  the  repository  (our  analyses  totalize  almost 
 10 TB of intermediate files!). 

 Although I believe that sufficient material exists to reproduce the analyses, this 
 would require at least some editing of the scripts (esp. of hard-coded absolute 
 paths) and the recreation of some of the input files from some of the output 
 files. I do not think this is a completely unreasonable requirement as it is not 
 trivial to produce a turn-key solution to reproduce an analysis as complex as 
 that performed here. It would however, be much easier given a more thorough 
 description of the pipelines used. Whether that should be a requirement I don’t 
 know, but it would certainly have made my review faster had it been available. 

 In fact, there were no hard-coded paths in the Snakemake. In the codes, some residuals 
 (removed since) were present but commented, and thus not used by the scripts. 

 Other comments related to changes: 

 Line 61: Did you mean ‘AS-NMD’ rather than ‘AN-NMD’? 

 Yes, AS-NMD. Corrected, thanks (line 60). 

 Line  178-179:  ‘variation  in  AS  rate  among  organs  in  each  species  is  limited 
 compared to differences in AS rate among species’, 

 is  better  written  as,  ‘variation  in  AS  rate  among  organs  in  each  species  is 
 limited compared to differences between species’ 

 Modified, thanks (line 176). 



 Figure  6:  It  might  be  an  idea  to  swap  panels  A  and  B  as  B  is  mentioned  first  in 
 the text. As it stands it is somewhat confusing to the reader. 

 Modified, thanks. 

 Line 355: ‘Fig 3A’ should be ‘Fig 4’ ? 

 Corrected, it was Fig. 4B indeed (line 358). 

 Detailed response 

 Quoting in this section 

 My  comments  to  the  authors  responses  follow  below  using  the  following 

 notation: My initial comments 

 The authors response 

 My response to their response 

 We  thank  the  referee  for  the  in-depth  discussion  of  our  responses!  In  most  cases,  his/her 
 response  to  our  response  does  not  call  for  any  additional  response  from  us.  There  are  just  two 
 points regarding the pipeline to which we provide a response. 

 Comments and responses 

 I  note  that  there  is  a  large  discrepancy  between  their  title  and  the  concluding 
 statement of their abstract: 
 All  these  observations  are  consistent  with  the  hypothesis  that  variation  in  AS 
 rates  across  metazoans  reflects  the  limits  set  by  drift  on  the  capacity  of 
 selection to prevent gene expression errors. 
 I  think  that  the  tone  of  the  latter  is  more  appropriate,  and  that  the  title 
 over-states  the  certainty  of  the  conclusions  that  can  be  drawn  from  the  work. 
 This  is  not  because  of  any  obvious  weaknesses,  but  because  it  is  inherently  a 
 difficult question to answer conclusively. 

 We  agree  that  in  the  end,  we  just  propose  a  model  (as  always),  and  of  course,  a 



 short  title  cannot  give  all  the  nuances  that  can  be  developed  in  the  text.  But  we 
 think  it  is  important  that  the  title  gives  a  clear  statement  of  our  main 
 conclusion. 

 I  do  not  have  that  a  strong  opinion  on  this  matter  and  consider  it  more  of  a 
 decision  for  the  editor.  I  would  certainly  hope  that  those  interested  will  read  at 
 least to the end of the abstract. 

 But If the authors like it short, may I suggest: 

 “[Random] Genetic drift limits mRNA splicing accuracy [in metazoans]” 

 (Where words in [] are optional). 

 In  particular,  Chen  et  al.  (2014)  claimed  to  have  excluded  an  explanation 
 based  on  Ne.  Benitiere  et  al.  do  cite  Chen,  but  they  do  not  provide  any 
 reason  as  to  the  difference  in  the  conclusions  reached.  There  can  be  a  large 
 number  of  reasons,  but  the  conclusions  are  incompatible  and  for  Benitiere  to 
 be correct Chen must be wrong and this needs to be addressed directly. 

 Chen  et  al  (2014)  measured  the  rate  of  alternative  splicing  across  47  eukaryotic 
 species. They observed a strong positive correlation between the AS … 

 I am very satisfied with the explanation and feel that it fills an obvious hole. 3 

 I  am  also  concerned  that  more  recent  work  using  long  read  sequencing 
 technology  (Leung  et  al.  Cell  Reports,  2021,  10.1016/j.celrep.2021.110022) 
 does  not  seem  to  show  more  AS  in  humans  compared  to  mice  (if  anything 
 the  opposite  was  observed).  This  contrasts  with  several  studies  based  on 
 short  read  sequencing  and  again  I  feel  that  these  discrepancies  ought  to  be 
 discussed. 

 We  agree  with  the  referee  that  using  long-read  RNA-seq  data  would  likely 
 improve  our  estimates  of  AS  rates.  However,  this  type  of  data  is  not  yet 
 publicly  available  for  enough  species,  in  contrast  with  short-read  RNA-seq 
 data,  which  is  abundant  in  public  databases.  We  now  discuss  this  point  in  our 
 manuscript (line 379). 
 Regarding  the  differences  in  AS  rates  between  human  and  mouse,  we  would 
 like  to  point  out  that  the  manuscript  by  Leung  et  al.  did  not  aim  to 
 quantitatively  compare  human  and  mouse  brain  transcriptomes.  The  data 



 they  generated  is  indeed  not  directly  comparable  between  the  two  species:  this 
 dataset  includes  considerably  more  Iso-seq  reads  for  mouse  (5.66  million)  than 
 for  human  (3.30  million).  The  number  of  analyzed  individuals  is  also  higher 
 for  mouse  (12)  than  for  human  (7).  Thus,  it  is  possible  that  the  sequencing 
 depth,  which  is  still  a  limiting  factor  for  long-read  transcriptome  sequencing, 
 could affect the authors’ estimates of AS rates. 

 Although  it  is  true  that  both  the  sequencing  depth  and  the  number  of  replicates 
 was  higher  for  mouse  than  human  in  Leung  et  al.,  figure  S2  seems  to  argue  that 
 the  depth  of  sequencing  for  both  species  was  sufficient  to  detect  the  majority  of 
 splice  variants.  Figure  S3,  on  the  other  hand,  suggests  a  higher  variability  in 
 RNA  quality  for  the  human  samples  than  for  the  mouse  ones,  so  it  is  possible 
 that  the  sample  preparation  has  affected  the  results.  But  this  is  likely  to  be  an 
 issue  for  any  study  involving  human  or  other  large  animals  where  it  is  difficult 
 to obtain very fresh samples. 

 Similarly,  it  is  questionable  as  to  whether  any  sample  of  mouse  and  human 
 brain  can  be  considered  equivalent  without  a  detailed  description  of  the 
 dissection  procedure,  and  that  is  something  that  I’ve  not  found  for  any  of  the 
 papers  comparing  splicing  rates  with  human  and  other  species.  Certainly  I  do 
 not  think  that  the  samples  used  in  Barbosa-Morais  et  al.  can  be  considered 
 directly  comparable.  In  fact  they  used  publicly  available  data  for  primates 
 (single-ended)  and  compared  that  to  data  (paired-ended)  produced  in  house 
 from  a  range  of  species.  I  also  note  that  Mazin  et  al.,  do  not  really  observe  a 
 higher  rate  of  AS  in  primates;  their  highest  observed  rate  is  again  in  humans, 
 but  the  rate  observed  in  macaques  is  similar  to  that  in  rats  and  mice. 
 Interestingly  all  the  studies  do  seem  to  agree  on  chicken  having  the  lowest 
 splicing rate. 

 I  don’t  know  why  apparently  different  results  were  observed  by  Leung  et  al., 
 but  it  is  of  course  possible  that  the  library  preparation  means  that  not  exactly 
 the  same  thing  is  being  estimated  (eg.  if  for  example  there  is  some  selection  for 
 full length transcripts). 

 My  concern  here  is  that  there  is  much  about  alternative  splicing  that  has 
 become  more  or  less  accepted  knowledge,  but  which  to  my  mind  has  not  been 
 adequately  demonstrated  and  that  it  might  be  good  to  acknowledge  the  extent 
 of uncertainty that still exists. 

 I  think  that  the  weakest  point  of  Benitiere  et  al.  is  related  to  the  composition 
 of  the  data  that  they  have  used.  They  seem  to  be  aware  of  this,  but  consider 
 that  it  could  only  lead  to  an  under-estimate  of  the  effect  of  drift  on  AS.  I  am 
 not  completely  convinced  by  this,  and  am  concerned  that  the  data  is  likely  to 
 comprise  sequences  from  a  range  of  technologies  that  can  influence  their 
 observations.  Unfortunately,  there  is  a  good  chance  that  the  different 
 sequencing  technologies  will  not  be  uniformly  distributed  between  species 



 owing  to  the  fact  that  analyses  of  non-model  organisms  is  likely  to  have 
 been carried out at later dates and thus with more up to date technologies. 

 Among  the  3496  RNAseq  dataset  that  we  analyzed,  3463  (99%)  were 
 sequenced  with  Illumina.  The  sequencing  technologies  are  therefore  very 
 homogenous  across  taxa.  We  added  a  sentence  (line  108)  to  mention  this  point. 
 We  controlled  for  sequencing  depth,  which  should  be  the  main  technical  factor 
 affecting  AS  detection.  It  should  also  be  noted  that  the  main  results  (Fig.  3A) 
 were  confirmed  when  using  a  subset  of  species  for  which  the  exact  same 
 protocol  was  used  to  prepare  RNAseq  data  from  seven  vertebrate  species  (Fig. 
 3B). 

 Not  only  have  there  been  several  versions  of  Illumina  sequencers,  but  there  are 
 also  many  different  ways  in  which  sequencing  libraries  can  be  produced.  I 
 cannot  explain  how  these  differences  could  result  in  differences  in  AS  rates,  but 
 I  have  experience  of  how  very  minor  differences  in  protocol  can  result  in 
 observable  differences  in  the  sequence  data.  As  such  I  think  that  this  is  a 
 potential  confounding  factor  even  if  I  do  not  expect  that  it  is  likely  to  have 
 skewed the data sufficiently to affect the conclusions. 

 In  addition,  in  this  revision  the  authors  have  included  a  table, 
 data/Data10_supp.tab,  that  provides  details  about  the  sequencing  runs  used  in  their 
 analyses,  and  there  is  at  least  nothing  obvious  that  would  indicate  problems  with  the 
 data composition. 

 The  data  presented  in  figure  3B  is  indeed  striking  and  does  support  the 
 conclusions  of  the  paper;  however  the  difference  is  really  only  between 
 primates  and  others,  and  with  one  outlier  (Gallus).  Excluding  Gallus 
 (reasonable  as  it  is  not  a  mammal)  that  leaves  open  the  possibility  that  the 
 differences  are  not  related  to  Ne,  but  some  confounding  factor,  potentially 
 related  to  the  sampling  procedure.  Again,  it  is  notable  (but  not  surprising)  that 
 the  authors  of  the  cited  work  did  not  themselves  perform  the  dissection  of  the 
 primate  tissues  used  and  it  is  entirely  possible  that  this  may  have  affected  the 
 resulting observations. 

 I  think  that  the  work  would  benefit  from  including  analyses  from  more 
 carefully  collated  data  sets  where  care  is  taken  to  make  sure  that  the 
 underlying  tech-nologies  are  equivalent.  Ideally  this  would  be  done  from 
 species  that  differ  in  Ne  but  which  are  otherwise  similar  (eg.  marine  and 
 fresh-water  teleosts).  There  is  also  transcriptome  data  and  estimates  of  Ne  in 
 asellid  isopods  (Lefebure  et  al.,  Genome  Research  2017, 
 http://www.genome.org/cgi/doi/10.1101/gr.2125  89.116),  who  argue  that 
 smaller  Ne  leads  to  larger  genomes  as  a  consequence  of  less  effective 
 selection.  If  Benitiere  et  al.  are  correct,  there  should  also  be  an  increase  in  the 



 amount of low-frequency splicing events in species with lower Ne. 

 We  agree  with  the  referee:  it  would  be  interesting  to  extend  the  analysis  by 
 comparing  closely  related  species  with  contrasted  effective  population  sizes,  to 
 limit  potential  sources  of  variation  that  we  might  have  overlooked.  We  did 
 analyze  the  asellid  isopods  dataset  (we  were  co-author  of  this  2017  study): 
 unfortunately,  the  RNAseq  sequencing  depth  is  not  sufficient  to  quantify  AS 
 accurately,  and  furthermore,  a  reference  genome  assembly  is  lacking  for  most 
 of  these  species.  It  would  be  worth  investigating  whether  appropriate  data 
 (reference  genome  +  deep  RNAseq  data)  are  available  for  other  clades  (e.g. 
 marine  vs  fresh-water  teleosts  or  endemic  insular  vs  mainland  passerine 
 birds).  However,  this  would  considerably  delay  the  publication  of  our  results 
 (it  took  us  two  years  to  collect  the  data  presented  here).  We  believe  that  the 
 results  reported  here  are  already  sufficient  to  support  solid  and  original 
 conclusions. 

 I  did  not  intend  to  suggest  that  this  would  be  necessary  for  publication;  but 
 that  it  would  provide  better  proof  of  the  thesis.  I  am  well  aware  of  the  amount 
 of  work  that  has  already  gone  into  the  manuscript  and  feel  that  is  reasonable  to 
 be  published  in  its  current  state.  I  hope  that  the  observations  published  here 
 can be used to argue for such a study to be carried out. 

 The  methods  section  of  the  main  manuscript  does  a  reasonable  job  of  explaining 
 what  was  done,  but  is  unable  to  provide  sufficient  detail  to  describe  how  the 
 analyses  were  carried  out.  This  additional  detail  is  provided  from  an  external  source 
 (zenodo.org)  which  provides  a  large  number  of  data  files  and  scripts.  However  I’ve 
 not  been  able  to  find  a  description  of  the  overall  pipeline.  For  example,  there  are 
 individual  R  scripts  that  generate  the  different  figures  which  is  nice;  however,  these 
 scripts  read  data  from  files  of  processed  data,  and  worse  the  locations  of  these  files 
 are sometimes outside of the data archive itself. 

 We  provided  in  supplementary  figure  (Supplementary  Fig.  10)  a  description 
 of the pipeline used to process the data. 

 This  is  useful,  but  it  provides  information  of  what  was  done,  rather  than  how. 
 What  I  am  concerned  with  are  the  programs,  scripts  and  specific  options  used. 
 It  is  possible  to  extract  this  information  from  the  archive,  but  it  is  not  easy  (see 
 more details later on). 



 We  also  added  information  regarding  the  computing  resources  that  are 
 required to process these datasets. (line 461) 

 This is useful information and I’m happy to see it included. 

 What  is  worse  is  that  I  am  unable  to  find  tables  of  the  original  data  sources; 
 they  may  well  be  there,  but  to  my  mind  I  should  not  need  to  go  looking  for 
 them  as  they  (eg.  identifiers  for  all  of  the  SRA  data,  genome  assemblies  and 
 annotations)  are  fundamental  to  the  description  of  the  materials  used. 
 Hopefully  the  authors  need  only  provide  a  more  detailed  README.md  file 
 to address these issues. 

 The  identifiers  of  SRA  data,  genome  assemblies  and  annotations  are  provided 
 on  the  zenodo  archive,  in  the  file  data/Data1_supp.tab.  We  added  a  sentence 
 in  the  ‘Data  and  code  availability’  section  (line  599)  to  mention  this  point,  and 
 to  give  a  brief  description  of  the  main  content  of  this  archive.  As  suggested  by 
 the referee we extensively completed the README.md file. 

 The  changes  mentioned  did  make  it  easier  to  work  out  the  process  followed,  but 
 it  was  more  time-consuming  than  necessary  (esp.  for  the  review  process).  My 
 main  concern  regarding  the  methods  is  the  process  whereby  sequence  data 
 from  a  large  number  of  sources  was  selected  and  then  converted  to  estimates  of 
 alternative  splicing.  The  process  followed  is  found  in  the  “pipelines/SV 
 pipeline” directory as indicated in the README.md file. 

 This  directory  contains  a  number  of  shell,  perl,  python  and  R  scripts  in  addition 
 to  a  Snakefile,  but  does  not  have  much  description  as  to  the  order  of  execution 
 of  the  scripts.  Most  of  the  scripts  are  (not  surprisingly)  called  by  snakemake 
 reading  dependency  information  from  the  included  Snakefile.  However,  the 
 snakemake  command  is  itself  called  by  the  launch.sh  command.  The  launch.sh 
 script  is  an  interactive  script  that  takes  5  arguments  which  are  used  to  define 
 directory  structures  and  to  determine  whether  to  run  the 
 data_source_generator.R script and provides arguments to snakemake. 

 One  of  the  arguments  to  launch.sh  is  the  name  of  an  Excel  file  that  it  appears 
 should  contain  SRA  identifiers  for  a  number  of  species  (one  per  worksheet?) 
 that  are  used  in  the  downstream  analyses.  This  Excel  file  (or  files)  is  not 
 provided  but  it  would  seem  possible  to  create  it  from  the  data  provided  in 
 data/Data1_supp.tab.  However,  it  would  certainly  be  more  convenient  for  this 
 Excel  data  to  be  included  as  it  would  make  it  far  simpler  to  recreate  and  or  mod 
 ify  the  analyses  carried  out.  It  would  also  be  sufficient  to  include  a  description 
 of the requirements of these files (i.e. the columns that should be present). 



 The  remaining  procedure  is  defined  by  Snakefile  rules  that  either  make  use  of 
 the  scripts  in  the  same  directory  or  call  relatively  well  known  programs  (eg. 
 hisat2).  In  some  cases  the  versions  of  the  programs  run  (eg.  hisat2)  are  clear,  but 
 in other cases I am unable to find these (eg. kallisto). 

 In  fact  kallisto  was  not  used  for  this  study,  but  we  forgot  to  remove  this  line  from  the 
 Snakefile  (it  had  been  included  for  another  version  of  the  pipeline).  The  Snakefile  is  now 
 corrected. 

 There  are  also  programs  run  (eg,  parallel-fastq-dump)  where  I’ve  not  found  the 
 source  of  the  program  used.  I  suspect  that  this  pipeline  will  produce  (amongst 
 other)  the  sets  of  files  provided  in  data/per_species,  but  it  is  not  trivial  to  infer 
 as  to  how  this  happens  given  the  number  of  rules  and  scripts  (and  since  I  have 
 no personal experience with snakemake). 

 The  scripts  themselves  are  generally  well  written,  easy  to  read  and  as  far  as  I 
 can  tell  do  what  they  are  supposed  to  do  (I’ve  only  looked  at  a  subset  for 
 obvious  reasons).  It  might  be  an  idea  to  use  a  single  language  for  comments 
 even  if  Google  translate  works  well  enough.  It  also  seems  that  not  all  the 
 analyses  run  by  the  pipeline  were  used  in  the  final  manuscript  (eg.  kallisto).  It 
 would  be  useful  to  have  some  indication  of  the  subset  required  for  the  analysis 
 presented. 

 I’m  mostly  satisfied  that  it  would  be  possible  to  recreate  the  analyses  carried 
 out  in  this  manuscript,  but  the  authors  could  certainly  make  it  easier  by 
 documenting  the  process  more  clearly.  It  strikes  me  that  as  the  pipeline  is 
 formally  defined  within  the  Snakefile,  that  there  ought  to  be  some  application 
 that  can  extract  this  into  a  visual  representation  similar  to  the  manner  in  which 
 is  done  for  relational  database  structures,  and  that  some  such  thing  might  be 
 helpful in this case (as the Snakefile defines a dependency graph). 

 Following  the  suggestion  of  the  reviewer,  we  added  a  flowchart  in  the  repository,  describing 
 the pipeline corresponding to the  Snakemake (pipelines/AS pipeline/flowchart.pdf). 

 As  far  as  I  can  tell  the  statistics  are  reasonably  chosen;  however,  I  cannot 
 confirm  that  they  have  been  correctly  carried  out.  But  in  any  case  I  am  not 
 overly  concerned  about  the  details  of  the  statistical  tests  as  these  do  not 
 matter  as  much  as  the  nature  of  the  data  upon  which  they  were  applied. 
 That  is,  I  am  much  more  concerned  about  what  unknown  factors  may  affect 
 the  analyses  in  a  non-random  manner.  In  this  case  there  may  be  issues  that 
 relate  to  the  sequencing  technologies  used  as  well  as  the  choice  of  species 
 and  individual  samples  that  could  affect  the  validity  of  the  conclusions. 
 Unfortunately,  although  they  provide  a  list  of  species  analyzed  I  have  not 
 found  more  detailed  descriptions  of  the  individual  samples  from  which 
 sequencing  data  was  obtained.  These  details  should  be  included  in  order  to 
 be able to address the validity of the analyses. 

 We  now  include  in  the  zenodo  repository  a  table  (data/data10_supp.tab) 



 providing  information  on  the  samples  used.  Most  of  the  samples  come  from 
 Illumina  platform  (3463)  and  also  PACBIO  (4),  ION_TORRENT  (2), 
 ABI_SOLID (15), L454 (4) and BGISEQ (8). 

 This  is  very  useful  and,  at  least  from  an  initial  inspection  it  would  appear  to  me 
 to  argue  for  the  soundness  of  the  data  set,  as  I  do  not  see  any  obvious 
 correlations between methods used and the parameters derived. 


